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Use Scikit learn for programing white box models

Machine Learning – training a computer to read data and respond to it

Linear Regression – predict a variable based on the value of another variable

Logistic Regression – is used to generate a “yes” or “no” type of response based on independent variables

SVM (support vector machine) – separates data into two parts

Used for classification, supper fast, good with high dimensionality

Decision Trees – algorithm that uses a tree structure

K-Means Clustering – cluster the groups together based on classification